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Abstract

The evolution of the power grid has given rise to a variety of innovations in inverter control architectures. Among these advances, a class of controllers has emerged with the aim of enabling 100% inverter-based grids and these are known as grid-forming methods. Since these strategies are still under active development, well validated models are needed by equipment manufacturers as well as system planners and operators. In particular, a system operator may be unable to determine specifications and services that are required from grid forming devices without having the ability to represent them in a simulation environment with trusted models. A universal grid forming model that is portable across multiple simulation domains will be valuable in addressing this issue. In this paper, we develop a practical implementation of such a model that has the ability to represent four different grid-forming methods in a variety of simulation software packages while accurately capturing dynamics across from microsecond to millisecond timescales.

1. Introduction

In a conventional power system paradigm, almost all inverter control architectures generally follow the same hierarchy of control loops and functional elements. While the intellectual property of each individual inverter manufacturer is still maintained, a generic model of such an inverter control scheme can still be derived by joining outer active power and reactive power control loops along with an inner current control and phase locked loop [1]. It goes without saying that the exact structure and parameters of these individual control loops is not expected to be the same across different manufacturers, but the functional performance is expected to be similar. Control architectures that are based on controlled power and current injections that follow the measured terminal voltage are known as grid following (GFL). However, the evolution of the power grid both at the distribution and the transmission system levels has given rise to many different forms of new inverter control architectures. These new control architectures [2] have been given the moniker of grid forming (GFM) control.

Unlike synchronous machines whose initial transient and dynamic behavior is governed by Lenz’s law of electromagnetism and Newton’s laws of motion [3], an inverter’s initial transient and dynamic behavior is largely governed by its digital control architecture. As a result, it can be a laborious task to develop generic mathematical simulation models that can cater to the various flavors of grid forming controls. Since inverter control algorithms are proprietary in nature, ‘black box’ or ‘user-defined’ simulation models are generally provided by the original equipment manufacturer (OEM) and such an approach can be expected even for grid forming inverters. While these models have the advantage of higher accuracy, there can be computational difficulties associated with the use of hundreds of distinct user defined models when studying a large system [1].

To reduce the burden on both simulation software developers as well as power system planners and operators, there is a need for a universal model that can capture the trend of the response of different grid forming inverter types. Furthermore, guidelines regarding the use of the universal model in terms of its parameterization across different time scales and simulation environments are required. Until recently, as the system strength of many large power systems was considered to be sufficiently strong for inverter current injection, positive sequence models were suitable for use in planning studies. However,
as the short circuit strength of the system reduces, not only do conventional inverter plants have an increased possibility of experiencing instability, but, state-of-the-art positive sequence models may lose numerical stability and fidelity. As a result, a system planner may be hindered in the use of positive sequence simulation tools to obtain a picture of the system dynamic behavior.

Presently, detailed electromagnetic transient (EMT) simulation studies which use black box models provided by IBR OEMs are being performed in systems where low system strength issues have been observed either in simulation or in the field. However, for large systems, running stability and contingency analysis on EMT simulation platforms can bring about a significant case preparation & computational burden [4]. With emerging inverter controls, the industry would benefit greatly from a universal model that can adequately represent this emerging inverter behavior in low short circuit conditions.

In this paper, the development of such a universal grid forming inverter model is discussed. The need and value of such a universal generic model can be questioned, especially for emerging technology which can still be considered to be very much in the research realm. However, at the same time, many equipment manufacturers may still be developing and finalizing their control methods, and in order to efficiently carry out this task, they need directions from system planners and operators. But, a system planner/operator may be unable to determine specifications and services that are required from grid forming devices without having the ability to represent a trend of the dynamic behavior of these devices in their studies. It is in this space that a generic model can help. A generic model of grid forming inverters for use in transmission and distribution planning analysis is vendor agnostic, but can be parameterized to provide the general trend of response of different types of grid forming controls.

There are research articles that discuss the intricacies of a specific GFM control type [5, 6, 7, 8]. Further, [9] provides a unified grid forming structure that spans only droop and virtual synchronous generator while [10] provides a grid forming structure of droop control that spans across EMT and phasor simulation domain. While these research efforts do represent the state of the art, our proposed effort extends the unified model to include more variety of GFM control architectures across simulation domains. Recent work has resulted in a generic structure for few GFM control architectures [11], but to the authors’ knowledge, a universal generic model that spans both EMT domain and positive sequence domain, and spans more variety of GFM control architecture has so far not been proposed and developed for practical industry use. This paper aims to address this gap along with providing insight into the associated parameterization of the model. A detailed small signal stability analysis is carried out to identify the stability profile of the GFM control methods for different loading levels. Furthermore, the translation of the model from EMT domain to positive sequence domain is also highlighted. Such a translation will allow for its wide-spread use across large power systems while maintaining numerical fidelity and robustness. Case studies that showcase the applicability of using different grid forming control structures in the same network are developed.

The remainder of this paper is structured with Section 2 illustrating the operational similarity of a phase locked loop based GFM method with other conventional GFM methods. With this basis, a universal model is developed. Simulation results are then discussed in Section 3 and concluding remarks are provided in Section 4.

2. Universal Grid Forming Inverter Model

Grid forming inverters comprise a primary control and inner control loops. The primary control loops establish the steady-state relations between the inverter output power, voltage magnitude, and frequency. The inner control loops are responsible for limiting the output current of the inverter, as well as ensuring that the output voltage of the inverter tracks the values specified by the primary control.

In recent work [11], a generalized primary control structure across three different forms of grid forming control methods (i.e. virtual synchronous machine (VSM), droop, and dispatchable virtual oscillator (dVOC)) [5, 6, 7] has been developed. Structural similarities in these forms of GFM control allow for the development of a common control topology whose behavior mimics each primary grid forming control type through appropriate parameterization. In this section, we will describe how this generalized structure can be expanded to accommodate a grid forming approach that uses a modified phase locked loop (PLL) [12]. This expansion subsequently allows for the development of a universal model that can behave both in GFL and in GFM mode based on the parameterization. With appropriate parameterization and auxiliary control loops, each of the GFM control modes can additionally also provide black start services. Further, an intermediate GFL mode (I-GFL) is also possible wherein the GFL resource provides grid
support services such as frequency and voltage response, but is still unable to operate at extreme low short circuit conditions.

2.1. Modification of phase locked loop control to bring about grid forming property

When compared to the behavior of general primary GFM control structures from [11], a PLL based inverter control can also exhibit similar operational characteristics with appropriately designed auxiliary control loops. Further, many of these auxiliary control loops are either already present today in inverter control topologies, or the need has already been established in many grid requirements [13]. These section outlines the structure of these auxiliary control loops.

Traditionally, PLL based inverter controls are linked to grid following control architectures which control the output active and reactive power to the reference values of power \( \dot{P}_{inv}^{ref} \) and \( \dot{Q}_{inv}^{ref} \). An intermediate GFL (I-GFL) control structure can incorporate an active power - frequency droop loop using the frequency evaluated by the PLL (\( \omega_{PLL} \)) along with a droop gain of \( \omega_{Drp} \). However reactive power is still controlled to a reference value of \( Q_{inv}^{ref} \). In some I-GFL structures, a coordinated Q-V control can be implemented along with droop gain of \( Q_{Drp} \), but since the overall control objective is still to control reactive power to a reference value, the operational behavior is still dominated by grid following properties [14, 15, 16].

To allow an I-GFL control structure to exhibit grid forming properties, the following modifications can be implemented: (i) complete control of inverter terminal voltage to a reference value of \( V_{inv}^{ref} \) instead of reactive power control, (ii) droop on voltage control with a gain of \( Q_{Drp} \), and (iii) power oscillation damper (POD) with PLL frequency (\( \omega_{PLL} \)) as an input. Since other properties of the I-GFL structure are retained, it is assumed that droop based active power - frequency control (with droop gain \( \omega_{Drp} \)) is also implemented at the inverter level [17]. The modified voltage control loop and active power control loop generate corresponding reference currents \( I_{d}^{ref} \) and \( I_{q}^{ref} \). The resulting set of equations that define this operational similarity can be written as given in the set of equations (1)-(10). Here, \( s_x \) denotes a state variable whose index \( x \) denotes the quantity while \( \dot{s}_x \) denotes the differential of the state variable with respect to time.

\[
\dot{s}_\omega = K_{ipl} v_q \quad (1)
\]

\[
\dot{s}_\theta = s_\omega + K_{pvl} v_q + \omega_0 \quad (2)
\]

\[
\dot{s}_d = K_{ip}^{inv} \left( P_{inv}^{ref} - P_{inv} - \omega_{Drp} \left( s_\omega + K_{pvl} v_q \right) \right) \quad (3)
\]

\[
I_d^{ref} = s_{id} + K_{ip}^{inv} \left( P_{inv}^{ref} - P_{inv} - \omega_{Drp} \left( s_\omega + K_{pvl} v_q \right) \right) \quad (4)
\]

\[
\dot{s}_{iq} = K_{iq}^{inv} \left( V_{inv}^{ref} - v_d + Q_{Drp} \left( Q_{inv}^{ref} - Q_{inv} \right) + K_{inv}^{v_q} v_q + \theta_{2, pod} \right) \quad (5)
\]

\[
I_q^{ref} = s_{iq} + K_{iq}^{inv} \left( V_{inv}^{ref} - v_d + Q_{Drp} \left( Q_{inv}^{ref} - Q_{inv} \right) + K_{inv}^{v_q} v_q + \theta_{2, pod} \right) \quad (6)
\]

Here, \( K_{pvl} \) and \( K_{ipl} \) denote the PLL control gains while \( K_{ip}^{inv} \) and \( K_{iq}^{inv} \) denote the active power control loop gains. The voltage control loop gains are denoted by \( K_{pv}^{inv} \) and \( K_{iv}^{inv} \) while \( v_d \) and \( v_q \) denote the \( dq \) reference frame components of the inverter terminal voltage. Additionally here, the gains \( K_{pv}^{inv} \) and \( K_{iv}^{inv} \) hold negative values to account for the orientation of the \( dq \) and \( xy \) frames of reference. The \( dq \) reference frame is assumed to be aligned with the network reference frame at the angle \( \theta \) generated by the generic primary control. Gains \( K_{pv}^{inv} \) and \( K_{iv}^{inv} \) are additional gains in the voltage control loop for the \( v_q \) component. The signal \( \theta_{2, pod} \) represents the output of a POD.

A POD is a control loop which behaves in a manner similar to power system stabilizers in synchronous machines and brings about an increase in damping behavior. For an inverter based resource, although POD for active power have been proposed in literature, a POD in the reactive power - voltage control path is easier to design and implement [18, 19]. Using a conventional washout and lead-lag design, the equations of the POD can be described as,

\[
T_{w, pod} \dot{s}_{1, pod} = -K_{pod} \left( s_\omega + K_{pvl} v_q + \omega_0 \right) - s_{1, pod} \quad (7)
\]

\[
o_{1, pod} = K_{pod} \left( s_\omega + K_{pvl} v_q + \omega_0 \right) + s_{1, pod} \quad (8)
\]

\[
T_{2, pod} \dot{s}_{2, pod} = \left( 1 - \frac{T_{1, pod}}{T_{2, pod}} \right) \theta_{1, pod} - s_{2, pod} \quad (9)
\]

\[
o_{2, pod} = \frac{T_{1, pod}}{T_{2, pod}} \theta_{1, pod} + s_{2, pod} \quad (10)
\]

where \( K_{pod} \) and \( T_{w, pod} \) represent the washout gain and time constant of the POD and \( T_{1, pod} \) and \( T_{2, pod} \) represent the lead-lag time constants.
An inner current control loop is used to control the current injected by the inverter \((i_d, i_q)\) into the grid through a filter \((L_1^d)\). Here, for simplicity, only the inductive portion of the output filter is considered.

The inner current control loop can be represented by the equations (11)-(14),
\[
\dot{s}_{u_d} = K_{ii} \left( I_d^{ref} - i_d \right) \tag{11}
\]
\[
u_d^{ctrl} = s_{u_d} + K_{pi} \left( I_d^{ref} - i_d \right) \tag{12}
\]
\[
\dot{s}_{u_q} = K_{ii} \left( I_q^{ref} - i_q \right) \tag{13}
\]
\[
u_q^{ctrl} = s_{u_q} + K_{qi} \left( I_q^{ref} - i_q \right) \tag{14}
\]
where \(u_d^{ctrl}\) and \(u_q^{ctrl}\) respectively represent the control effort along the \(d\) and \(q\) axis respectively.

With these modifications added to a conventional PLL based inverter control, it is now possible to construct a universal model of a grid forming inverter which can cater to multiple different control structures and time scales. Here, with appropriate parameterization, the universal model is expected to behave in a similar manner across different control structures.

2.2. Development of universal model

A universal model can now be developed which can be parameterized to represent a GFL operation mode, an I-GFL operation mode, and a GFM operation mode with each of the different types of primary control. A schematic block diagram of this universal model is as shown in Fig. 1. Each of the different operation modes can be toggled through parameterization of \(V_{flag}\), \(Q_{flag}\), \(\omega_{flag}\), and the droop gains \(\omega_{Drp}\) and \(Q_{Drp}\). The values for these elements are tabulated in Table 1. Here, for both droop gains, a generic value of \(K\) is tabulated, but the actual value can be based on the specific scenario being studied.

This universal model can be represented in both electromagnetic transient (EMT) domain and positive sequence domain. When representing the model in EMT domain, three phase instantaneous voltage \((V_{a,b,c})\) and current \((I_{a,b,c})\) on the grid side of filter \(L_1^d\) are inputs to the control loops while the outputs are three phase instantaneous quantities \((E_{a,b,c})\) which denote the voltage generated by the inverter (in an average model).

When representing the model in positive sequence domain, few simplifications are required. Positive sequence simulation tools assume a balanced three phase network with the network impedance represented at fundamental frequency \((\omega_0)\) and voltages and currents represented as phasors. As a result, inputs to the control loops are now values of voltage and current on an \(\alpha\beta\) rotating frame (i.e. \(v_{\alpha}\) and \(v_{\beta}\), \(i_{\alpha}\) and \(i_{\beta}\)). Now, within the control loop, instead of representing a complete \(abc \Rightarrow dq\) frame transformation, only an \(\alpha\beta \Rightarrow dq\) rotating frame transformation is required which can be represented as,
\[
\begin{align*}
v_d &= v_{\alpha} \cos(\theta) + v_{\beta} \sin(\theta), \\
v_q &= -v_{\alpha} \sin(\theta) + v_{\beta} \cos(\theta),
\end{align*}
\tag{15}
\]
where \(\theta\) is the inverter’s internal angle, from (2).

With these modifications added to a conventional PLL based inverter control, it is now possible to construct a universal model of a grid forming inverter which can cater to multiple different control structures and time scales. Here, with appropriate parameterization, the universal model is expected to behave in a similar manner across different control structures.

A universal model can now be developed which can be parameterized to represent a GFL operation mode, an I-GFL operation mode, and a GFM operation mode with each of the different types of primary control. A schematic block diagram of this universal model is as shown in Fig. 1. Each of the different operation modes can be toggled through parameterization of \(V_{flag}\), \(Q_{flag}\), \(\omega_{flag}\), and the droop gains \(\omega_{Drp}\) and \(Q_{Drp}\). The values for these elements are tabulated in Table 1. Here, for both droop gains, a generic value of \(K\) is tabulated, but the actual value can be based on the specific scenario being studied.

This universal model can be represented in both electromagnetic transient (EMT) domain and positive sequence domain. When representing the model in EMT domain, three phase instantaneous voltage \((V_{a,b,c})\) and current \((I_{a,b,c})\) on the grid side of filter \(L_1^d\) are inputs to the control loops while the outputs are three phase instantaneous quantities \((E_{a,b,c})\) which denote the voltage generated by the inverter (in an average model).

When representing the model in positive sequence domain, few simplifications are required. Positive sequence simulation tools assume a balanced three phase network with the network impedance represented at fundamental frequency \((\omega_0)\) and voltages and currents represented as phasors. As a result, inputs to the control loops are now values of voltage and current on an \(\alpha\beta\) rotating frame (i.e. \(v_{\alpha}\) and \(v_{\beta}\), \(i_{\alpha}\) and \(i_{\beta}\)). Now, within the control loop, instead of representing a complete \(abc \Rightarrow dq\) frame transformation, only an \(\alpha\beta \Rightarrow dq\) rotating frame transformation is required which can be represented as,
\[
\begin{align*}
v_d &= v_{\alpha} \cos(\theta) + v_{\beta} \sin(\theta), \\
v_q &= -v_{\alpha} \sin(\theta) + v_{\beta} \cos(\theta),
\end{align*}
\tag{15}
\]
where \(\theta\) is the inverter’s internal angle, from (2).

A similar frame transformation is to be carried out on the input current variables. The output of the control loop is evaluated as \(e_d\) and \(e_q\) and transformed back to the \(\alpha\beta\) frame at the network boundary. Additionally, in most commercially available positive sequence simulation platforms, time domain dynamic behavior of elements are evaluated through a solution methodology that numerically integrates differential equations sequentially with algebraic equations of the network [20]. This is in contrast to most EMT simulation platforms where, as network dynamics are also represented by differential equations, all equations can be solved simultaneously. As a result, in positive sequence domain to maintain numerical stability at the boundary buses (buses that separate the differential equations and algebraic equations), at the time of occurrence of a disturbance, an additional network convergence routine is to be incorporated into the inverter model [21].

The context of the universal model is therefore the ability to have one model with which the behavior of different control structures can be represented. Results from the implementation of the model in EMT domain, positive sequence time domain, and small signal domain will now be discussed in the following section.

### Table 1. Flag settings in the universal model to bring about GFL, I-GFL, and GFM operation modes (see Fig. 1)

<table>
<thead>
<tr>
<th>IBR Behavior</th>
<th>Control Type</th>
<th>(V_{flag})</th>
<th>(Q_{flag})</th>
<th>(\omega_{flag})</th>
<th>(\omega_{Drp})</th>
<th>(Q_{Drp})</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFL</td>
<td>Qctrl</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>QVctrl</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I-GFL</td>
<td>Qctrl</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>QVctrl</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td>GFM</td>
<td>PLL</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>VSM</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>Droop</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>aVOC</td>
<td>N/A</td>
<td>N/A</td>
<td>3</td>
<td>K</td>
<td>K</td>
</tr>
</tbody>
</table>
Figure 1. Schematic layout of universal control structure for a future inverter

3. Simulation Results

Through the use of a small signal state space model, operational similarity between the modified PLL based grid forming control topology and a droop based grid forming control topology is first discussed in this section. Subsequently, time domain simulation results comparing the behavior of the universal model across different time domains will be illustrated. Following this, the response of using various types of grid forming control methods in a larger system and comparison of the performance across simulation domains will be discussed. Small signal analysis results are obtained through linearization of the equations using Python similar to the approach described in [15]. However, due to space constraints, we don’t explicitly show the derivation of the state space equations in this paper. Positive sequence time domain simulations are carried out in the GE-PJSLF simulation solver with an integration time step of 1ms while EMT simulations are carried out in the PSCAD simulation solver with an integration time step of 5 μs.

3.1. Verification of structure and operational similarity

To verify the small signal behavior of both the modified PLL control structure and the droop control structure, a network with single inverter connected to a load through a transformer and a PI line as shown in Fig. 2 is utilized. Here, transformer impedance $X_{\text{tran}} = 8\%$ on the MVA base of the transformer. The PI line is represented by $R_{\text{line}} = 0.0017 \text{pu}, X_{\text{line}} = 0.0046 \text{pu}, B_{\text{line}} = 0.035 \text{pu}$ on a system MVA base of 100 MVA. The load is represented as a constant impedance load with the values of impedance measured at a nominal 1pu voltage. The point of interconnection (POI) of the inverter resource is assumed to be the network side of the transformer.

Figure 2. Single inverter - load network to verify similarities in small signal behavior

The values of control gains used in the modified PLL control loop are, $K_{pp}^{\text{inv}} = 0.5, K_{ip}^{\text{inv}} = 20.0, \omega_{\text{D}r\text{p}} = 30.0, K_{pv}^{\text{inv}} = -0.5, K_{iv}^{\text{inv}} = -150.0, Q_{\text{D}r\text{p}} = 0.045, K_{pv}^{\text{inv}} = 10.0, K_{iv}^{\text{inv}} = 50.0, K_{p\text{od}} = 10.0, T_{\text{w}p\text{od}} = 0.01, T_{1\text{p}od} = 0.01, T_{2\text{p}od} = 0.001, K_{pi} = 0.5, K_{ii} = 20.0, K_{p\text{d}l} = 20.0, \text{ and } K_{i\text{p}d} = 700.0$. All quantities within the control loop are in per unit with the exception of the PLL gains. The values of control gains used in the droop loop are, $T_r = 0.01, T_f = 0.00001, \omega_{\text{D}r\text{p}} = 30.0, T_v = 0.00001, Q_{\text{D}r\text{p}} = 0.045, K_{pv}^{\text{inv}} = 3.0, K_{iv}^{\text{inv}} = 10.0, K_{pi} = 0.5, \text{ and } K_{ii} = 20.0$. Again all quantities within the control loop are in per unit with the exception of the time constants. For simplicity, only an L filter is assumed with $L_1 = 0.15 \text{pu}$ on the MVA base of the inverter.

Consider a 1000 MVA inverter and a load of 900 MW and 210 Mvar. The inverter control loops are tasked with controlling voltage to a value of $V_{\text{inv}} = 1.035 \text{pu}$.
The four right most small signal modes of the system are tabulated in Table 2. The grouping of the modes in Table 2 is not meant to indicate participation of similar state variables. In fact, the participation of states in each mode is not expected to be similar between the modified PLL control method and the droop control method as there are structural differences in the state space representation and controller parameter values. However, the operational inference obtained from the use of both control methods is that of potential stable grid forming behavior in a 100% inverter network.

### Table 2. Four right most modes with a 1000 MVA inverter connected to a load of 900 MW and 210 MVar

<table>
<thead>
<tr>
<th>Modified PLL control</th>
<th>Droop Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.8207</td>
<td>-2.5499 ± 0.2042j</td>
</tr>
<tr>
<td>-20.9382</td>
<td>-40.6806 ± 3.0198j</td>
</tr>
<tr>
<td>-37.1242</td>
<td></td>
</tr>
<tr>
<td>-40.3516</td>
<td></td>
</tr>
</tbody>
</table>

Since in a realistic power network, each generation source will be expected to operate in a stable manner across a wide variety of operating points, it can be beneficial to evaluate the extent to which operational similarity between the modified PLL control method and droop control method holds. To carry out this evaluation, $P_{load}$ is varied from 1.0 MW to 1000.0 MW in steps of 10.0 MW. At each value of active power load, $Q_{load}$ is allowed to vary between $\pm \sqrt{S_{INV_{base}}^2 - P_{load}^2}$, again in steps of 10 Mvar. Here, $S_{INV_{base}}$ is the MVA rating of the inverter which is 1000 MVA in this exercise. For each combination of $P_{load}$ and $Q_{load}$, the active and reactive power output of the inverter is evaluated, assuming again that voltage is controlled at a value of $V_{inv}^{ref} = 1.035pu$. If the absolute value of reactive power required from the inverter is greater than 30% of its rating, the operational scenario is not analysed. This is based on usual inverter operational criteria wherein inverter $Q_{max}$ and $Q_{min}$ is ±0.3pu of its rating.

The small signal stability of the inverter across these combinations of $P_{load}$ and $Q_{load}$ is shown in Fig. 3. In this figure, a green square is indicative of a stable system with all modes in the left half plane and with every mode having a damping ratio greater than 0.1. A yellow square is indicative of stable system with all modes in the left half plane, but with at least one mode having a damping ratio lower than 0.1. A red square is indicative of an unstable system with at least one mode lying in the right half plane.

It can be seen that both forms of inverter control generally have a similar operational characteristic, from the small signal sense. At low levels of active power output along with capacitive reactive load, both control methods can have challenges with maintaining stability. The modified PLL control method exhibits an instability at higher levels of capacitive reactive load. This behavior could potentially be an obstacle for bringing about blackstart and system restoration. However, through the implementation of additional auxiliary control loops an improvement in stability can be obtained [22].

To verify these operational similarities in time domain, a detailed EMT simulation is carried out at two operating conditions with a time step of 5µs. In this detailed EMT simulation, $L_f = L_f' = 0.15pu$, $R_f = R_f' = 0.0015pu$, and $C_f = 0.0167pu$ all on the MVA base of the inverter. The operating condition chosen is with $P_{load} = 60 MW$ and $Q_{load} = 210 Mvar$ and a subsequent 10% increase in load is considered. The time domain response as observed at the POI is shown in Fig. 4.

It can be seen that the operational behavior of the system is similar. We acknowledge that there is a difference in the transient response as the system moves towards its new steady state. The difference in the transient can be explained by structural differences in the state space model of the two control structures along with difference in controller parameterization. However, operationally from a small signal perspective, both control modes achieve the final steady state operating point in a similar fashion, albeit with different rise times. Fitting the rise time within a certain upper limit is definitely possible either through optimal control design and/or adaptive control gain scheduling [22].
The response at the POI for both control methods for a 6-cycle solid to ground three phase fault applied at the POI is shown in Fig. 5. It can be seen that during the fault, the modified PLL control loop restricts the deviation in frequency (and subsequently angle) as compared to the droop control method. However, both control methods are able to successfully ride through the severe fault in a very similar fashion. The output current from the inverter is shown in Fig. 6 with the three phase currents measured at the POI and the per unit RMS current magnitude measured through $I_{\text{rms}}$. Both control methods are able to successfully maintain current output within the maximum current limit of 1.2 pu on the inverter MVA base (per phase current limit is the peak value of maximum current). At the time of fault clearing, both control methods result in a sub-cycle spike in current output which is however quickly controlled. The reason for the difference in the spike being in A phase for droop control method and in B phase for modified PLL control method can be attributed to the slight difference in value of frequency and angle at the time of fault clearing.

The results from this section showcase the operational similarity that can be achieved across both PLL control methods and other forms of primary droop control schemes. However here, a cautionary note is appropriate. The objective of this analysis is not to state that newer forms of inverter controls may not be required. Continuous research and development is definitely required to further improve ways of controlling inverters in an increased inverter paradigm. Rather, the objective here is to showcase that there are many nuances involved in inverter control methods and various inverter manufacturers can have their own proprietary approach to develop a robust control method. Given that a system planner is ultimately interested in operational performance of an inverter resource, the method of delivery of the operational performance can and should be the purview of the inverter manufacturer. However, this operational similarity allows for the development and creation of universal generic models that can now be parameterized to provide the trend of response of multiple inverter methods.

### 3.2. Performance of universal model across multiple time scales

To compare the performance of the universal model developed in Section 2.2, a simple network shown in Fig. 7 is used. Here, an equivalent source is initially connected in parallel with the load. The parameters of the PI line and the transformer remain the same as that considered in Section 3.1. The performance across multiple time scales is compared by observing the behavior across both EMT domain and positive sequence domain. EMT domain simulations are again carried out at a simulation time step of 5μs while...
The similarity of the responses can be observed which aligns with the inferences made in the previous section. Further, the transfer of the model from EMT domain to positive sequence domain is achieved with the same values of control parameters.

A one-to-one comparison of the behavior of the dVOC model across both EMT domain and positive sequence domain, for the duration of the fault, is shown in Fig. 9. When the equivalent source is disconnected, initially there is a deficit in generation in the network as the inverter was dispatched at 800 MW. The deficit in generation both from active and reactive power results in voltage and frequency dropping. Subsequently in all grid forming modes, frequency and voltage are controlled with an increase in active power and reactive power output. The response for a subsequent three phase solid to ground fault is also shown. It is seen that across all grid forming modes, both in EMT domain or positive.
sequence domain, the response of the universal model is similar and consistent with seamless translation of parameter values.

3.3. Large system with multiple grid forming control types

So far, either a single inverter connected to an equivalent voltage source or an isolated single inverter and load system has been considered. However in any practical power network, there can be different inverter control methods present. To consider such a scenario and to validate the behavior of both the EMT domain and positive sequence domain universal inverter model, the IEEE 14 bus benchmark system topology is used with a few modifications as shown in Fig. 11.

![Figure 11. IEEE 14 bus benchmark system topology considered to validate behavior of EMT and positive sequence universal inverter model](image)

Each type of grid forming control method is allocated across the five energy sources of the network. The parameterization of each instance of the model remains the same as in Section 3.2 except for parameter $\omega_{flag}$ whose value is set based on the options shown in Fig. 1. The values of active power reference and voltage magnitude reference of each inverter are shown in the figure. Two sets of events are considered: (i) load event - switching in of load at bus 14 at $t = 2.0$ followed by switching out of the same load at $t = 5.0s$, and (ii) fault event - opening of lines between buses 1-2, 2-4, 2-5 at $t = 4.0s$ followed by a 6 cycle three phase to ground solid fault between buses 2-3 at $t = 5.0s$ and another 6 cycle three phase to ground solid fault between buses 1-5 at $t = 6.0s$.

For the load event, the response of inverter at bus 1 and bus 2 is shown in Fig. 12. It is seen that the response both in positive sequence domain and in EMT domain are consistent across control methods. An example of this can be inferred from the reactive power plot immediately after the load change. At bus 2, the reactive power injection immediately moves opposite to the direction of the voltage change. However at bus 1, there is another transient characteristic that is present at the instant of disturbance, and this transient is adequately captured in both simulation domains. A similar match in the trend of response is also observed at each of the other inverter locations.

![Figure 12. (Left) Response of inverter at bus 1, (right) response of inverter at bus 2 for the load event compared across both EMT domain and positive sequence domain](image)

For the fault event, the response of inverter at bus 1 and bus 2 is shown in Fig. 13. Here once again it can be seen that the response is consistent across both simulation domains. It is acknowledged that the positive sequence model is not completely accurate, especially from the perspective of active power transfer during the fault. However, the model is still able to provide the trend of the response which would be sufficient for use from a transmission planning perspective.

4. Conclusion

This paper has discussed the development, parameterization, and use of a universal generic
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