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#### Abstract

Interfacing low voltage dc to medium voltage threephase ac grid is often based on series-stackable modular converter architectures. To minimize energy storage requirements, it is advantageous to employ a quadruple active bridge (QAB) stage operating as a "dc transformer" in each stackable module. The QAB stage offers three isolated dc link voltages, which then allow for flexible stacking of three single-phase dc-to-ac inverter stages. Each of the module phases processes a pulsating power having a component at twice the line frequency. This presents a challenge in maintaining zero voltage switching (ZVS) on the secondary sides of the QAB during low-power portions of the line cycle. This article is focused on the design of the QAB stage. A detailed analysis of ZVS switching waveforms is presented, including effects of nonlinear device capacitances. It is shown how ZVS can be achieved at all times using a relatively small circulating current provided by the magnetizing inductance of the high-frequency transformer. Analytical expressions are given for the optimal values of the magnetizing inductance and the dead times of the QAB primary and secondary bridges. The approach is verified by experimental results on a $1 \mathrm{kV}, 10-\mathrm{kW}$ SiC-based prototype, demonstrating a relatively flat efficiency curve with a peak efficiency of $\mathbf{9 7 . 1 \%}$ at $\mathbf{7 5 \%}$ load.
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## I. Introduction

MODULAR power electronics architectures have gained increased attention as interfaces between low voltage (LV) dc or ac systems and the medium voltage (MV) ac grid, replacing bulky line frequency transformers [1]. Modular solidstate transformers (SST) and similar architectures have been used in electric vehicle (EV) dc charges [2]-[5], power distribution for data centers [6], photovoltaic (PV) power systems [7][9], and other applications.

Fig. 1 shows a stackable modular architecture, where each module has a dc port and three isolated single-phase ac ports [9]. The module dc port and the ac ports can be used independently, or stacked in parallel or in series. For example, in the architecture shown in Fig. 1, the dc ports are tied to LV dc sources, such as PV strings, while ac ports stacked in series are connected to an MV three-phase grid. The architecture features an interesting property of eliminating twice the line frequency pulsating power on the dc port of each module, thus eliminating the need for bulky energy storage. As shown in Fig. 2, each module contains a quadruple active bridge ( QAB ) creating three isolated dc link voltages, each followed by a single-phase dc-ac inverter bridge. The QAB, which operates as a fixed-ratio converter, i.e., as "dc transformer" (DCX), provides galvanic isolation between the primary and each of the individual ac phases, so the modules can be flexibly stacked on the ac side.

The QAB outputs connected to phases $A, B$, and $C$ deliver time-varying power $p_{A}(t), p_{B}(t)$, and $p_{C}(t)$, respectively, each having a dc and twice-line-frequency ac component. The three currents add up on the primary side, such that dc power is transferred from the input, and the dc-link capacitance requirements are relaxed. This is an advantage compared to singlephase systems where the dc-link capacitors are sized for energy storage at twice the line frequency [10], [11]. In contrast, the dc-link capacitors are sized here to filter the switching ripple in the secondary-bridge output current and the inverter input current.

The fact that the power fluctuates from zero to twice the average power on each secondary side during a line cycle presents challenges with respect to soft-switching of the secondary side bridges. This is similar to the loss of zero-voltage switching


Fig. 1. System architecture with cascaded isolated inverter modules [9]. The module configuration is shown in Fig. 2.
(ZVS) in lightly loaded dual-active-bridge (DAB) dc-dc converters, where inductively stored energy is insufficient to achieve soft charging and discharging of the switching-node capacitance [12], [13]. This capacitance consists of power MOSFET capacitances, inductor and transformer winding capacitance, and printed circuit board (PCB) parasitic capacitance.

DAB converters have been used in applications that process ac power, such as ac-dc rectifiers [14]-[16] and ac-ac converters [17]. A modulation strategy for operating DABs under soft switching conditions throughout the entire operating range was proposed in [18], but the effects of the device output capacitances were not fully taken into account. Kheraluwala et al. [12] showed that a reduced magnetizing inductance can lead to an extended ZVS range, but interactions between the magnetizing inductance and the device output capacitances were not addressed. Utilization of the transformer magnetizing current to extend ZVS to light load region was also proposed in [19] and [20]. This approach relies on relatively complex high-resolution dead-time control to account for multiple resonant periods, which in practice may result in the loss of ZVS. Facilitating ZVS transitions by utilizing magnetizing current was also discussed in [21] for a DCX based on a series resonant converter (SRC).

Switching transitions and ZVS conditions in the QAB stage shown in Fig. 2 differ from the conditions in DAB converters, so that aforementioned previously reported analysis and mitigation techniques do not directly apply. Unique to the QAB stage in Fig. 2 is that, assuming a balanced three-phase system, the primary-side power is dc, which means that ZVS can be accomplished throughout the line cycle on the primary bridge. However, the loss of ZVS on the secondary side during lowpower intervals of an ac line period results in reduced system efficiency. This article proposes a solution for ZVS operation of the QAB over the entire ac line cycle by optimally utilizing the magnetizing currents of the transformers (or separate auxiliary inductors), as illustrated in Fig. 2 [22]. By reducing the magnetizing inductance of the transformer, circulating currents are introduced through the secondary sides of the QAB. The circulating currents greatly reduce switching loss at the cost of slightly increased conduction loss.

The reduced magnetizing inductance is not needed to achieve ZVS at all points during the line cycle at full load. However, while operating at lower average power levels, the energy provided by the series inductance becomes insufficient to achieve ZVS over a larger portion of the line cycle, which is why the circulating current due to the reduced magnetizing inductance helps with ZVS and results in improved efficiency. As an alternative, a larger series inductance could be used, but this approach would result in reduced efficiency at full load.

A detailed analysis of the switching sequence during primary and secondary dead-time intervals and the ZVS transition at zero power transfer is given in Section II. A design procedure is developed in Section III to select the converter parameters to minimize the circulating currents, while maintaining ZVS at all times. The critical zero-power operating point is discussed in detail, including parasitic capacitance effects, and approximate closed form expressions are found for choosing the magnetizing inductance and the dead times. The nonlinear nature of the device parasitic capacitance is taken into account based on the approach described in [23]. Section IV investigates how the choice of the maximum phase shift, for a given power level, affects losses in the converter, assuming the design discussed in Section II. The loss analysis addresses major loss mechanisms, including semiconductor conduction losses, as well as core and conduction losses in the magnetics. The optimal values of the maximum phase shift and, thereby the series inductance are chosen to minimize the losses. Experimental verification results on a 1 kV , 10-kW SiC-based prototype are presented in Section V. Finally, Section VI concludes this article.

## II. Zero Voltage Switching at Zero Instantaneous Power Transfer in One Phase

To guarantee ZVS operation of a particular phase over the entire line cycle, it is sufficient to show how ZVS can be achieved at the zero power transfer instant. The solution presented in this section is based on sizing the magnetizing inductance and a proper combination of the primary and secondary-side dead times.

Over a line cycle, the power processed by each secondary is determined by the corresponding phase shift between the secondary and the primary full bridge

$$
\begin{align*}
& \varphi_{A}(t)=\varphi_{m} \sin ^{2}\left(\omega_{0} t\right) \\
& \varphi_{B}(t)=\varphi_{m} \sin ^{2}\left(\omega_{0} t+\frac{2 \pi}{3}\right) \\
& \varphi_{C}(t)=\varphi_{m} \sin ^{2}\left(\omega_{0} t-\frac{2 \pi}{3}\right) \tag{1}
\end{align*}
$$

where $\varphi_{m}$ is the maximum phase shift, and $\omega_{0}$ is the angular line frequency.

Consider the time instant when the power processed by phase A is zero, while phases B and C contribute nonzero instantaneous power levels to maintain constant overall power in the three-phase module. The corresponding switch control signals are shown in Fig. 3. The phase shift $\varphi_{A}$ between the primary bridge and the phase A secondary bridge is zero, so that the


Fig. 2. Transformer-isolated inverter module using a quadruple active bridge (QAB) dc-dc converter operated as a fixed-ratio "dc transformer" (DCX).


Fig. 3. QAB switch control signals at the time when the secondary Phase A processes zero power.

TABLE I
Time Instants of the Switching Sequence During ZVS Transition

| $T_{1}$ | $0.5\left(t_{d s}-t_{d p}\right)$ |
| :---: | :---: |
| $T_{2}$ | $0.5\left(t_{d s}+t_{d p}\right)$ |
| $T_{3}$ | $t_{d s}$ |

TABLE II
Time Intervals of the Switching Sequence During ZVS Transition

| Interval I | $0 \leq t<T_{1}$ |
| :---: | :---: |
| Interval II | $T_{1} \leq t<T_{2}$ |
| Interval III | $T_{2} \leq t<T_{3}$ |

corresponding control pulses are centered around the same instant. Theoretical, model-based waveforms during the rise-time transition of the secondary switching node are shown in Fig. 4. Definitions of the time instants and the time intervals during the transition are given in Tables I and II, while the corresponding
equivalent circuit models for the switching sequence consisting of Intervals I, II, and III are shown in Fig. 5.

At the beginning of time Interval I [Fig. 5(a)], the secondary side switches $Q_{2 S, A}$ and $Q_{3 S, A}$ are turned OFF. The magnetizing inductance current $i_{M, A}$ starts charging voltage-dependent switching-node capacitance $C_{S}(v)$ of the phase A secondary bridge, and the switching node voltage $v_{S, A}$ starts increasing. As $v_{S, A}$ increases, a negative voltage is applied across the series inductance, and the current $i_{S, A}$ starts decreasing.

The primary-side switches $Q_{2 P}$ and $Q_{3 P}$ turn OFF at the beginning of Interval II. The equivalent circuit in Interval II is shown in Fig. 5(b). During this interval, phases B and C are charging the switching-node capacitance $C_{P}(v)$ on the primary side. It is assumed that the QAB is closed-loop controlled to operate as a DCX , so that $v_{S, B}$ and $v_{S, C}$ can be considered constant voltage sources. The rise time of the primary side switching node $v_{P}$ is faster than $v_{S, A}$, because the sum of the currents $i_{S, B}$ and $i_{S, C}$ is much higher than the peak of the magnetizing current. This implies that $\frac{d v}{d t}$ across the series inductance parasitic capacitance $C_{L_{S}}$ is approximately constant, therefore, the constant current through $C_{L_{S}}$ charges $v_{S, A}$ linearly.

At the mid-point of Interval II, $n v_{P}$ becomes higher than $v_{S, A}$, and the slope of $i_{S, A}$ changes polarity. Interval II ends, completing the ZVS transition of $v_{P}$, at the end of the primaryside dead time $t_{d p}$.

Interval III starts with turning ON switches $Q_{1 P}$ and $Q_{4 P}$ of the primary full bridge. The corresponding equivalent circuit is shown in Fig. 5(c). During this interval, current $i_{S, A}$ is increasing until $v_{S, A}$ reaches the end of the ZVS transition. At that instant, $Q_{1 S, A}$ and $Q_{4 S, A}$ are turned ON, which ends Interval III and the secondary phase A dead time $t_{d s}$.

It should be noted that the total current that charges the switching node capacitance

$$
\begin{equation*}
i_{\mathrm{tot}, A}=i_{S, A}+i_{M, A}+i_{C_{L_{S}}, A} \tag{2}
\end{equation*}
$$

reaches a minimum at the beginning of the Interval II. If this current became negative, it would start discharging the secondary side switching-node capacitance $C_{S}(v)$, which means that it would not be possible to complete the ZVS switching sequence



Fig. 4. Model-based waveforms of the ZVS transition at the zero power transfer instant for Phase A. Referring to Fig. 3, $T_{3}=t_{d s}$ and $T_{2}-T_{1}=t_{d p}$.


Fig. 5. Equivalent circuits during ZVS transition at the zero power transfer instant for one of the phases. (a) Equivalent circuit for Interval I. (b) Equivalent circuit for Interval II. (c) Equivalent circuit for Interval III.
as described above. Fig. 4 shows theoretical waveforms for the case when the minimum of $i_{\text {tot }, A}$ is zero. This represents the optimal design, in the sense of achieving ZVS operation while minimizing the peak of the magnetizing inductance current, and therefore, minimizing the conduction losses introduced by the circulating current.

## III. Parameter Selection for Minimum Peak MaGnetizing Current

In order to achieve ZVS at zero power transfer, the following circuit parameters need to be determined.

1) Primary dead time: $t_{d p}$.
2) Secondary dead time: $t_{d s}$.
3) Magnetizing inductance referred to the secondary side: $L_{M}$.
In the design approach detailed in this section, all the parameters are expressed in terms of the specifications and the circuit parameters shown in Table III. In this section, the maximum phase shift $\varphi_{m}$ is considered to be a known input parameter. The optimal value of $\varphi_{m}$, and the corresponding optimal value

TABLE III
System Specifications and Circuit Parameters

| $P$ | Rated power |
| :--- | :--- |
| $V$ | DC link voltage |
| $n$ | Transformer turns ratio |
| $f_{s w}$ | Switching frequency |
| $\varphi_{m}$ | Maximum phase shift |

of the series inductance, are found in Section IV to minimize the total loss in the module.

The series inductance

$$
\begin{equation*}
L_{S}=\frac{3 V^{2} \varphi_{m}\left(1-\frac{\varphi_{m}}{\pi}\right)}{4 \pi n^{2} f_{s w} P} \tag{3}
\end{equation*}
$$

and the peak value of the primary side current

$$
\begin{equation*}
I_{P, p k} \approx \frac{n P}{V\left(1-\frac{\varphi_{m}}{\pi}\right)} \tag{4}
\end{equation*}
$$



Fig. 6. Half-bridge switching node device capacitance.
are found using the standard steady-state solution for the activebridge converters [9].

## A. Nonlinear Switching Node Capacitance

In the small-signal sense, capacitance at the half-bridge switching node is a parallel combination of the two device output capacitances, $C_{\text {oss, }, h b}(v)=\left(C_{\mathrm{oss}}(v)+C_{\mathrm{oss}}\left(V_{A}-v\right)\right)$, as shown in Fig. 6, where $C_{\text {oss }}(v)$ curve can be found from the device datasheet, and $V_{A}$ is the dc voltage across the half bridge. The total half-bridge switching node capacitance is a combination of the device capacitances, series inductor and transformer winding capacitance, and the parasitic PCB trace capacitance. The half-bridge capacitances of the primary and the secondary side, denoted as $C_{P, h b}(v)$ and $C_{S, h b}(v)$, respectively, can be found as

$$
\begin{align*}
& C_{P, h b}(v)=C_{\mathrm{oss}, h b, P}(v)+2\left(3 C_{L_{s}}+C_{\mathrm{PCB}, P}\right)  \tag{5}\\
& C_{S, h b}(v)=C_{\mathrm{oss}, h b, S}(v)+2\left(\frac{C_{t r}}{n^{2}}+C_{\mathrm{PCB}, S}\right) \tag{6}
\end{align*}
$$

It should be noted that $C_{L_{S}}$ has been left out of $C_{S, h b}(v)$, since this capacitance will be treated separately from the rest of the lumped secondary-side capacitances. For the equivalent circuit representation used in Figs. 5 and 7, it is convenient to define full-bridge switching-node voltage-dependent capacitances as $C_{P}(v)=C_{P, h b}(v) / 2$ for the primary side, and $C_{S}(v)=C_{S, h b}(v) / 2$, for the secondary side.

The energy and charge equivalent primary-side full-bridge switching-node capacitance are found, respectively, as follows [23]:

$$
\begin{align*}
C_{P, E} & =\frac{n^{2} \int_{0}^{\frac{V}{n}} v C_{P, h b}(v) d v}{V^{2}}  \tag{7}\\
C_{P, Q} & =\frac{n \int_{0}^{\frac{V}{n}} C_{P, h b}(v) d v}{2 V} \tag{8}
\end{align*}
$$

The analysis in Section III-C considers only one half of the secondary side ZVS transition. More precisely, the secondary side ZVS analysis is divided into two segments. In the first segment ( $0 \leq t<T_{1}$ ), the energy equivalent secondary-side full-bridge switching-node capacitance $C_{S, I}$ is obtained by integration up to $V^{\prime}$

$$
\begin{equation*}
C_{S, I}=\frac{\int_{0}^{V^{\prime}} v\left(C_{S, h b}(v)+2 C_{L_{S}}\right) d v}{V^{\prime 2}} \tag{9}
\end{equation*}
$$

where $V^{\prime}$ is equal to one half of the dc link voltage reduced by the half of the $v_{S, A}$ increase during the second segment
( $T_{1} \leq t<T_{1}^{\prime}$ ). A more detailed derivation of $V^{\prime}$ is addressed in Section III-C.

During the second segment, $v_{S, A}$ is approaching one half of the dc link voltage, resulting in a relatively flat nonlinear capacitance, as illustrated in Fig. 6. Therefore, the secondary-side full-bridge switching-node capacitance $C_{S, I I}$ during the second segment can be obtained simply as

$$
\begin{equation*}
C_{S, I I}=C_{S, h b}(0.5 V)+2 C_{L_{S}} \tag{10}
\end{equation*}
$$

## B. Primary Side Dead Time

Since the sum of the currents $i_{S, B}$ and $i_{S, C}$ is much greater than $i_{M, A}$, the rise time of the primary side switching node can be analyzed neglecting the effect of the phase A secondary side current $i_{S, A}$. Therefore, the equivalent circuit in Fig. 5(b) can be reduced to a simple $L C$ circuit. The charge equivalent capacitance can be used to accurately calculate the switchingnode voltage rise time, under the assumption that the energy stored in the series inductor is much larger than the energy used for charging the switching-node capacitance

$$
\begin{equation*}
I_{P, p k} \gg \frac{2 V}{n} \sqrt{\frac{C_{P, E}}{L_{S}}} \tag{11}
\end{equation*}
$$

Consequently, the primary-side dead time $t_{d p}$ can be found as

$$
\begin{equation*}
t_{d p}=\frac{2 V C_{P, Q}}{n I_{P, p k}}=\frac{2 C_{P, Q} V^{2}}{n^{2} P}\left(1-\frac{\varphi_{m}}{\pi}\right) \tag{12}
\end{equation*}
$$

## C. Magnetizing Inductance and Secondary-Side Dead Time

The switching sequence, described in Section II, involves equivalent circuits shown in Fig. 7. An exact solution is complicated for two reasons: nonlinear nature of the switching-node capacitances, and multiresonant responses, especially in Interval II. An approximate, design-oriented analytical approach is developed in this section to arrive at relatively simple, yet accurate design guidelines for the selection of the magnetizing inductance $L_{M}$ and the secondary-side dead-time $t_{d s}$. The following approximations are applied in order to simplify the equivalent circuits in Fig. 5 and arrive at the approximate equivalent circuits in Fig. 7.

1) Since the primary side switching node voltage exhibits an approximately linear rise, the $C_{L_{S}}$ branch current is approximated with a constant current source $I_{C_{L_{S}}}$ in Interval II (between $T_{1}^{\prime}$ and $T_{2}^{\prime}$ ), as shown in Fig. 8.
2) The primary-side switching-node voltage $v_{P}$ is approximated by a stair-step waveform during Interval II, as shown in Fig. 8. The approximation is justified by the fact that Interval II is relatively short compared to the overall ZVS transition time, and details of $n v_{P}(t)$ transitioning from 0 to $V$ have little impact on the secondary-side ZVS transition waveforms. Furthermore, the approximate stair-step waveform is symmetric around the mid-point of the transition, which also simplifies the analysis.
3) The magnetizing inductance current is considered constant and equal to $I_{M}$ during the ZVS transition. This is justified by the fact that the magnetizing inductance is much larger than the series inductance, so that


Fig. 7. Approximate equivalent circuits during ZVS transition. (a) Equivalent circuit for Interval I'. (b) Equivalent circuit for Interval $\mathrm{II}^{\prime}$. (c) Equivalent circuit for Interval III' .


Fig. 8. Exact and approximate waveforms of the primary-side switching-node voltage $n v_{p}(t)$ during Interval II.

TABLE IV
Time Instants of the Approximated Switching Sequence

| $T_{1}^{\prime}$ | $0.5\left(t_{d s}-0.5 t_{d p}\right)$ |
| :---: | :---: |
| $T_{2}^{\prime}$ | $0.5\left(t_{d s}+0.5 t_{d p}\right)$ |
| $T_{3}^{\prime}$ | $t_{d s}$ |

TABLE V
Time Intervals of the Approximated Switching Sequence

| Interval I $^{\prime}$ | $0 \leq t<T_{1}^{\prime}$ |
| :---: | :---: |
| Interval II $^{\prime}$ | $T_{1}^{\prime} \leq t<T_{2}^{\prime}$ |
| Interval III $^{\prime}$ | $T_{2}^{\prime} \leq t<T_{3}^{\prime}$ |

variations in $i_{M}$ are relatively small during the ZVS transition.
The approximate equivalent circuits of the ZVS switching sequence are shown in Fig. 7. Definitions of the time instants and time intervals corresponding to the approximate switching sequence are given in Tables IV and V. The approximations greatly
reduce complexity of the analysis, simplifying the switching sequence states to second-order circuits well suited for state-plane analysis. Since the switching sequence and the waveforms are symmetrical around $T_{3} / 2$, as shown in Fig. 4, it is sufficient to perform the analysis over one half of the ZVS transition, from 0 to $T_{3} / 2$.

The secondary side half-transition can be divided into two intervals as follows.

1) Interval I' [approximate equivalent circuit is shown in Fig. 7(a)]; in order to achieve ZVS with a minimum magnetizing current, $i_{\text {tot }}$ should drop to zero at $T_{1}^{\prime}$, as discussed in Section II. Equivalently, $i_{S, A}$ should drop to $-I_{M}$. At this point, $v_{S, A}$ reaches $-\Delta V_{S, A}$.
2) First half of interval II' [approximate equivalent circuit shown in Fig. 7(b)]; with the help of $I_{C_{L_{S}}}$, the secondaryside voltage rises by $\Delta V_{S, A}$, and reaches zero in the middle of Interval II'.
For state-plane analysis of the circuit in Fig. 7(a) and (b), the normalized voltage and current can be written as

$$
\begin{align*}
m_{S, A} & =\frac{v_{S, A}}{V_{\mathrm{base}}} \\
j_{S, A} & = \begin{cases}\frac{i_{S, A}}{I_{\mathrm{base}, I}} & \text { for Interval I } \\
\frac{i_{S, A}}{I_{\mathrm{base}, I I}} & \text { for Interval II }\end{cases} \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
V_{\mathrm{base}}=V, \quad I_{\mathrm{base}, I}=\frac{V_{\mathrm{base}}}{R_{0, I}}, \quad I_{\mathrm{base}, I I}=\frac{V_{\mathrm{base}}}{R_{0, I I}} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{0, I}=n \sqrt{\frac{L_{S}}{C_{S, I}}}, \quad R_{0, I I}=n \sqrt{\frac{L_{S}}{C_{S, I I}}} \tag{15}
\end{equation*}
$$

The resulting state-plane trajectory is shown in Fig. 9. A discontinuity can be observed in $j_{S, A}$ because the two intervals have two different base currents. On the other hand, since $R_{0}$ does not affect the voltage normalization, $m_{S}$ remains continuous.

Since the analysis of Interval I' requires the knowledge of $\Delta V_{S, A}$, Interval II' is considered first.

1) Interval II': Given the approximation that the primary side switching-node voltage $v_{P}$ is increasing linearly, and that the secondary side switching-node voltage $v_{S, A}$ does not change much compared to $v_{P}$, current $I_{C_{L_{S}}}$ can be found


Fig. 9. State plane trajectory during intervals $\mathrm{I}^{\prime}$ and $\mathrm{II}^{\prime}$.
approximately as

$$
\begin{equation*}
I_{C_{L_{S}}}=\frac{2 V C_{L_{S}}}{n^{2} t_{d p}} \tag{16}
\end{equation*}
$$

which in normalized form becomes

$$
\begin{equation*}
J_{C_{L_{S}}}=\frac{n I_{C_{L_{S}}}}{V} \sqrt{\frac{L_{S}}{C_{S, I I}}} \tag{17}
\end{equation*}
$$

Angle $\beta$ is

$$
\begin{equation*}
\beta=\frac{t_{d p}}{4 n \sqrt{L_{S} C_{S, I I}}} \tag{18}
\end{equation*}
$$

and $\Delta m_{S, A}$ is found as

$$
\begin{equation*}
\Delta m_{S, A}=J_{C_{L_{S}}} \tan (\beta) \tag{19}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\Delta V_{S, A}=n I_{C_{L_{S}}} \sqrt{\frac{L_{S}}{C_{S, I I}}} \tan \left(\frac{t_{d p}}{4 n \sqrt{L_{S} C_{S, I I}}}\right) . \tag{20}
\end{equation*}
$$

It is convenient to define $V^{\prime}$ as

$$
\begin{equation*}
V^{\prime}=\frac{1}{2}\left(V-\Delta V_{S, A}\right) \tag{21}
\end{equation*}
$$

This $V^{\prime}$ has been used as the integration limit in (9) to determine $C_{S, I}$.
2) Interval I': In order for the normalized voltage to reach $-\Delta m_{S, A}$, while the normalized current drops to $-J_{M}$, the following condition must be met:

$$
\begin{equation*}
J_{M}=1-\Delta m_{S, A} \tag{22}
\end{equation*}
$$

The required amplitude of the magnetizing current can be found from (20) and (22)

$$
\begin{equation*}
I_{M}=\left(1-\frac{\Delta V_{S, A}}{V}\right) \frac{V}{n} \sqrt{\frac{C_{S, I}}{L_{S}}} \tag{23}
\end{equation*}
$$

and the required magnetizing inductance is

$$
\begin{equation*}
L_{M}=\frac{V}{4 I_{M}}\left(\frac{1}{f_{s w}}-t_{d s}-t_{d p}\right) \tag{24}
\end{equation*}
$$

where $t_{d p}$ can be found from (12). It remains to determine the secondary-side dead time $t_{d s}$.

Since the energy stored in the magnetizing inductance is just enough to discharge the switching node capacitance, the charge equivalent linear capacitance cannot be used to determine the secondary-side dead time. The rise time of the secondary side switching node can be estimated more accurately by solving the circuit in Fig. 7(a)

$$
\begin{equation*}
t_{d s}=\frac{t_{d p}}{2}+2 \int_{0}^{V^{\prime}} \frac{C_{s}\left(v_{x}\right) d v}{\sqrt{I_{M}^{2}-\frac{4}{n^{2} L_{s}} \int_{0}^{v} C_{s}\left(v_{x}\right) v_{x} d v_{x}}} \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{s}\left(v_{x}\right)=C_{S, h b}\left(v_{x}\right)+2 C_{L_{S}} . \tag{26}
\end{equation*}
$$

This result can be used to properly set the dead time in a practical implementation. With the goal of arriving at a simpler, closed-form solution for the required magnetizing inductance, it should be noted that the impact of $t_{d s}$ in (24) is relatively small. An approximate expression for $t_{d s}$ can therefore, be found from the state-plane analysis illustrated in Fig. 9 by noting that $T_{1}^{\prime}$ interval corresponds to angle $\alpha=\pi / 2$

$$
\begin{equation*}
\alpha=\frac{T_{1}^{\prime}}{n \sqrt{L_{S} C_{S, I}}}=\frac{\pi}{2} \tag{27}
\end{equation*}
$$

using the energy-equivalent secondary-side capacitance $C_{S, I}$ evaluated over one half of the dc link voltage. Given that $T_{1}^{\prime}=0.5\left(t_{d s}-0.5 t_{d p}\right)$, (27) yields an approximate expression for the secondary-side dead time

$$
\begin{equation*}
t_{d s, \text { approx }}=\frac{t_{d p}}{2}+\pi n \sqrt{L_{S} C_{S, I}} \tag{28}
\end{equation*}
$$

where $L_{S}$ and $t_{d p}$ can be found from (3) and (12), respectively.
Finally, an approximate closed-form expression for the required magnetizing inductance $L_{M}$ follows from (24):

$$
\begin{equation*}
L_{M} \approx \frac{V}{4 I_{M}}\left(\frac{1}{f_{s w}}-t_{d s, \text { approx }}-t_{d p}\right) \tag{29}
\end{equation*}
$$

where, in terms of the circuit specifications and parameter values, $t_{d p}$ can be found from (12), $I_{M}$ from (23), and $t_{d s, \text { approx }}$ from (28).

## D. Sensitivity to Parameter Variations

The analysis and the design guidelines presented in this section depend on the circuit parameter values, specifically the switching node capacitance and the series inductance. A sensitivity analysis with respect to $\Delta L$ is performed for the converter prototype specifications given in Section V. Fig. 10 shows how a percent variation $\Delta L$ in the series inductance affects relative changes in the resulting design parameters $\Delta t_{s d}$ and $\Delta L_{M}$. With respect to both design parameters, a relatively low sensitivity of approximately 0.5 is observed. Furthermore, given the approximation (12) used to determine the primary-side


Fig. 10. Effects of the variation in the series inductance on the changes $\Delta t_{s d}$ and $\Delta L_{M}$ in the design parameters.


Fig. 11. Theoretical currents waveforms during a switching period.


Fig. 12. Peak magnetizing current dependence on $\varphi_{m}$.


Fig. 13. RMS primary and secondary currents as functions of $\varphi_{m}$.
TABLE VI
Experimental Prototype Parameters

| $P$ | $V$ | $n$ | $f_{s w}$ |
| :---: | :---: | :---: | :---: |
| 10 kW | 1 kV | 1 | 200 kHz |

TABLE VII
Capacitances in the Experimental Prototype

| $C_{t r}$ | $C_{L_{s}}$ | $C_{\mathrm{PCB}}$ | $C_{P, Q}$ | $C_{S, I}$ | $C_{S, I I}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 265 pF | 55 pF | 35 pF | 497 pF | 606 pF | 526 pF |

deadtime, this design parameter is not affected significantly by the variation in series inductance.

## IV. DESIGN OptimiZation

For a given series inductance $L_{S}$, and the corresponding maximum phase shift $\varphi_{m}$, the design approach described in Section III minimizes the magnetizing current required to achieve ZVS at all times. In this section, major loss mechanisms, including semiconductor conduction losses, as well as core and conduction losses in the magnetics, are analyzed as functions of the maximum phase shift, and the optimum values of $\varphi_{m}$ and $L_{S}$ are found to minimize the losses.

The case study is a $10 \mathrm{~kW}, 1-\mathrm{kV}$ QAB stage, with the specifications summarized in Table VI. The mosfets are 1700-V SiC (Wolfspeed Cree C2M0045170P). Values of the parasitic capacitances that are important for the minimum peak magnetizing current calculation are shown in Table VII. The optimization is carried out at $75 \%$ of the full load, since this load has the highest weight in the CEC efficiency calculation [24].

## A. Active-Bridge Conduction Losses

Since the input average current is constant, the primary side rms current $I_{P R, \text { RMS }}$ can be calculated simply by integrating the trapezoidal current waveform with the peak value given by (4)

$$
\begin{equation*}
I_{P R, \mathrm{RMS}}=\left(\frac{P}{V}\right) \frac{\sqrt{\left(1-\frac{2 \varphi_{m}}{3 \pi}\right)}}{\left(1-\frac{\varphi_{m}}{\pi}\right)} \tag{30}
\end{equation*}
$$



Fig. 14. 2-D FEA simulation showing $H$ field distribution in the planar high frequency transformer at a point of the line cycle. (a) Without the air gap. (b) With the air gap.


Fig. 15. $\quad H$ field magnitude in the planar high frequency transformer along $y$ axis at one instant during a line cycle. (a) Without the air gap. (b) With the air gap.

Secondary-side current waveshapes $i_{S}(t)$ and $i_{S M}(t)=$ $i_{S}(t)+i_{M}(t)$ are shown in Fig. 11. It is important to note that the phase shift $\varphi$ and the amplitude $I_{S}$ vary over a half line period

$$
\begin{equation*}
I_{S}(t)=\frac{2 P}{3 V\left(1-\frac{\varphi(t)}{\pi}\right)} \tag{31}
\end{equation*}
$$

while the peak $I_{M}$ of the magnetizing current can be found from (23).

Secondary rms current $I_{\text {SEC,RMS }}$ can be found by first calculating the secondary rms current over a switching period $i_{S M, \text { RMS }}(t)$ based on the waveforms shown in Fig. 11 and the expressions for $I_{S}$ and $I_{M}$, and then by integration over the line cycle. The peak of the magnetizing current and the primary and the secondary rms currents are shown in Figs. 12 and 13 as functions of $\varphi_{m}$. It can be noted that $I_{M}$ decreases as $\varphi_{m}$ increases. This is because a higher $\varphi_{m}$ implies a large $L_{S}$, and a smaller magnetizing current is, therefore, required to achieve the ZVS sequence described in Section II. Following the trend in DAB converters [25], the primary-side rms current increases as $\varphi_{m}$ increases because of the larger reactive component of the series current. The secondary-side rms current has both magnetizing and series current components, which is why $I_{\text {SEC,RMS }}$ is a convex function of $\varphi_{m}$.

The primary-side active-bridge conduction loss is given by

$$
\begin{equation*}
P_{\mathrm{cond}, P R}=2 R_{o n, P R}\left(\frac{P}{V}\right)^{2} \frac{\left(1-\frac{2 \varphi_{m}}{3 \pi}\right)}{\left(1-\frac{\varphi_{m}}{\pi}\right)^{2}} \tag{32}
\end{equation*}
$$

and the secondary-side active-bridge conduction loss can be found by integration over a line cycle

$$
\begin{equation*}
P_{\mathrm{cond}, \mathrm{SEC}}=6 R_{o n, \mathrm{SEC}} I_{\mathrm{SEC}, \mathrm{RMS}}^{2} \tag{33}
\end{equation*}
$$

## B. Loss in the Magnetic Components

The high-frequency transformer is a critical component, since the converter module is intended for the system architecture in Fig. 1, where the transformer needs to withstand medium voltage (MV) between primary and secondary windings. Planar technology is chosen for magnetics implementation because of the ease of manufacturability and repeatability [26]-[28].

The transformer design is based on two side-by-side EILP 102 cores, with 20 turns per winding on four PCB layers using 5-Oz copper. The primary and secondary layers are interleaved. The required MV isolation is achieved using polyimide dielectric (instead of standard FR4) between the PCB layers and by keeping sufficient spacing between the copper traces, the vias, and the core, as described in more detail in [29]. The MV isolation requirement results in significantly longer and narrower traces in the transformer, which leads to higher dc resistance, and, thereby increased winding losses.

Increasing the magnetizing current is achieved by insertion of an air-gap in the transformer core, which does not affect the core loss but affects the transformer winding loss significantly. To minimize proximity effects, the primary and secondary winding layers are interleaved. However, as illustrated by finite-element analysis (FEA) simulation results in Fig. 14, with the air-gap, the $H$-field distribution has significantly larger intensity around the top layers of the transformer windings. Fig. 15 shows 2-D plots of the $|H(y)|$ dependence, without and with the air-gap. With the air-gap [Fig. 15(b)], the $H$-field increases progressively through the layers. This is because the currents through the primary and the secondary side of the transformer are not perfectly balanced (see Fig. 11), which results in increased proximity losses compared to the case of perfect interleaving between the primary and the secondary layers illustrated in Fig. 15(a).

Since standard analytical methods [30] do not apply to gapped transformers, where the magnetizing current is significant, a more general method is used to accurately predict the loss in the windings. As discussed in [31], for arbitrary relationships between the magnitude and phase of the primary and secondary currents, the transformer winding loss can be found using a


Fig. 16. Component losses as functions of the maximum phase shift $\varphi_{m}$. (a) Conduction loss in the devices. (b) Loss in the inductors. (c) Loss in the transformer.


Fig. 17. Total loss as a function of $\varphi_{m}$.
resistance matrix

$$
\begin{align*}
P_{c u, t f o}= & \frac{1}{2} \sum_{\omega} R_{11}(\omega) I_{1}(j \omega) I_{1}^{*}(j \omega) \\
& +R_{12}(\omega)\left(I_{1}(j \omega) I_{2}^{*}(j \omega)+I_{2}(j \omega) I_{1}^{*}(j \omega)\right) \\
& +R_{22}(\omega) I_{2}(j \omega) I_{2}^{*}(j \omega) \tag{34}
\end{align*}
$$

where $I_{1}=I_{S, A}$ and $I_{2}=I_{S, A}+I_{M, A}$ are phasors of the currents through primary and secondary windings of the transformer, respectively. Since the currents shown in Fig. 11 have high harmonic content, the losses are calculated up to the tenth harmonic. For example, at 200 kHz , the resistance matrix of the transformer obtained using 3-D FEA (Ansys Maxwell) simulations is

$$
\left[\begin{array}{ll}
R_{11} & R_{12}  \tag{35}\\
R_{12} & R_{22}
\end{array}\right]=\left[\begin{array}{cc}
2.6 \Omega & -2.1 \Omega \\
-2.1 \Omega & 2.6 \Omega
\end{array}\right]
$$

The series inductors are using ELP 64 core, with ten turns of $2-\mathrm{Oz}$ copper in five layers. The ac resistance of the inductor at 200 kHz is

$$
\begin{equation*}
R_{\mathrm{ind}}=392 \mathrm{~m} \Omega \tag{36}
\end{equation*}
$$

In contrast to the transformer winding losses, losses in the series inductors are not affected by the magnetizing current. However, the maximum phase shift affects both the core and
the conduction loss in the inductors. A larger maximum phase shift implies more volt-seconds applied and a larger rms current, therefore, increasing both core and conduction loss, as shown in Fig. 16(b).

## C. Total Modeled Loss

Contributions to the loss of each component separately, and the total modeled loss are shown in Figs. 16 and 17, respectively, as functions of the maximum phase shift $\varphi_{m}$ as the design parameter. The modeled losses are expressed as percentages of 7.5 kW , which is the power level considered for design optimization.

For small values of $\varphi_{m}$, the required peak of the magnetizing current increases, thus increasing the loss in the secondary-side bridge and the transformer windings. For large values of $\varphi_{m}$, the reactive component in the series current increases, resulting in increased conduction losses. In choosing the optimal value of $\varphi_{m}$, it is further important to take into account the primary-side ZVS condition given by (11). Fig. 17 shows how this constraint restricts the range of considered maximum phase shift above a lower limit for $\varphi_{m}$. The maximum phase shift that minimizes the total loss in the converter is $\varphi_{m}=30^{\circ}$.

## V. Experimental Results

The experimental prototype of the dc-to-three-phase ac module is shown in Fig. 18. The prototype specifications are summarized in Table VI, and the component parameters are provided in Table VIII. The prototype consists of one primary board, three secondary boards, and the planar magnetics. The primary and each of the secondary boards have a dedicated microcontroller. Each secondary board includes a secondary-side bridge of the QAB, and an H-bridge inverter, as shown in Fig. 2.

All the communication between the primary and the secondary boards is done through optical cables. The signaling includes: 1) synchronization pulses at $f_{s}=200 \mathrm{kHz}$ from the primary to each of the secondary boards to facilitate the phase-shift control of the QAB, and 2) $60-\mathrm{Hz}$ synchronization pulses used for setting the power reference at the secondaries, which is realized using the controller area network (CAN) protocol.


Fig. 18. $1 \mathrm{kV}, 10-\mathrm{kW}$ SiC-based prototype of the isolated dc to three-phase ac module.


Fig. 19. Phase A dc-link voltage $V_{A}$ and the inverter output current $i_{A, \text { LOAD }}$, during a step change from $50 \%$ to $100 \%$ of load.

TABLE VIII
Components Used in the Hardware Prototype

| Component | Part number | Details |
| :---: | :---: | :---: |
| MOSFET | C2M0045170P | $\mathrm{SiC}, 1.7 \mathrm{kV}, R_{\text {dson }}=45 \mathrm{~m} \Omega$ |
| Inductor | EILP 64 | $\begin{aligned} & n_{\text {turns }}=10, n_{\text {layers }}=5 \\ & t_{c u}=2 \mathrm{Oz}, l_{\text {gap }}=2.28 \mathrm{~mm} \end{aligned}$ |
| Transformer | $2 \times$ EILP 102 | $\begin{aligned} & n_{\text {turns }}=20, n_{\text {layers }}=4 \\ & t_{c u}=5 \mathrm{Oz}, l_{\text {gap }}=1.4 \text { mm } \\ & t_{\text {prepreg }}=5 \text { mil }(\text { polyimide }) \\ & V_{\text {Hipot }}=26 \mathrm{kV} \end{aligned}$ |
| DC-link cap | $8 \times \mathrm{C} 4 \mathrm{AQSBW} 4800 \mathrm{~A} 3 \mathrm{JJ}$ | $8 \mu \mathrm{~F}$ each |

To validate dc bus voltage regulation and voltage ripple, Fig. 19 shows a transient response to a $50-100 \%$ load step at the inverter output. The PIR controller, designed as discussed in [32], is capable of firmly regulating the output voltage against load transients. Also, as expected, a twice line frequency ripple is visible in the dc-link voltage due to the large output current disturbance at this frequency. However, the dc-link voltage is maintained within relatively narrow limits. At full load the ripple amplitude is $4 \%$ of the dc voltage, while at light load it is less than $1 \%$. This validates the assumption that the dc bus voltage can be considered constant in the analysis.

TABLE IX
Dead Times, Magnetizing Inductance, and Maximum Phase Shift in the Experimental Prototype

| $t_{d p}$ | $t_{d s}$ | $L_{M}$ | $\varphi_{m}$ |
| :---: | :---: | :---: | :---: |
| 110 ns | 740 ns | $385 \mu \mathrm{H}$ | $30^{\circ}$ |

## A. Design Validation

The primary-side dead time is calculated from (12), while the secondary-side dead time and the magnetizing inductance are calculated according to (25) and (29), respectively, and the results are summarized in Table IX. By inserting the air-gap in the transformer, the value of the magnetizing inductance is reduced from 6 mH to $385 \mu \mathrm{H}$. The air-gaps inserted in the transformers and the inductors are 1.4 and 2.28 mm , respectively. The peak flux density in the transformer core is 60 mT , which is independent of the instantaneous power level, while the peak flux density in the inductor core varies with the instantaneous power in the range from 0 to 45 mT .

The series inductance is split in two, to provide symmetric impedance in the common-mode path, and thus, reduce common-mode current circulation through the transformer [33], [34].

Fig. 20 shows how the three-phase secondary QAB currents are summing up to a constant-envelope current on the primary side. The waveforms are shown for the currents $i_{S, A}, i_{S, B}$, and $i_{S, C}$ in Fig. 20(a), and the currents including the magnetizing currents in Fig. 20(b), which illustrate how the additional circulating currents are relatively small. Fig. 21(a) shows ZVS operation at the zero power crossing of phase A, while Fig. 21(b) confirms that the measured waveforms closely match the theoretical waveforms shown in Fig. 4. It should be noted that the planar implementation of the mangetic components have pronounced parasitics, which result in increased high-frequency parasitic oscillations. For example, Fig. 21(b) shows that there are high-frequency components in $i_{S, A}$ and in $i_{S, A}+i_{M, A}$ due to resonance between the parasitic capacitance of the series inductors and the leakage inductance of the transformer. Aside from high-frequency effects, however, the waveforms in fact demonstrate very good match with the model.

In order to verify the approximations introduced in Section III-C, two model-based simulations are performed, and


Fig. 20. Quadruple active bridge primary and secondary currents. (a) Primary current $i_{P}$, and secondary currents through $L_{s}$. (b) Primary current $i_{P}$, and secondary currents through $L_{s}$ and $L_{M}$.


Fig. 21. Waveforms illustrating zero voltage switching at the zero power instant for phase A. (a) Switching-node voltages $v_{S, A}, v_{P}$, and currents $i_{S, A}$ and $i_{S, A}$ $+i_{M, A}$. (b) Waveforms during ZVS transition.


Fig. 22. State plane trajectory at the time Phase A power is zero. Experimental results are overlapped with solutions based on accurate and approximate models.
compared with the experimental results. An accurate model is developed based on the equivalent circuits shown in Fig. 5. A simpler model, which is used to derive design equations in Section III, is based on the equivalent circuits shown in


Fig. 23. Experimentally measured loss for designs around the optimum $\varphi_{m}$ together with the model-predicted optimization curve.

Fig. 7. Fig. 22 shows a good agreement between the state-plane trajectories obtained from the accurate model, the approximate model, and the experimental waveforms.

The optimization carried out in Section IV is validated experimentally by testing different designs around the optimum $\varphi_{m}$ point. Each of the measured data points corresponds to different transformer and inductor air-gaps adjusted around the values obtained by the model-based optimization. As Fig. 23 shows,


Fig. 24. Model-predicted efficiency curves for the design with the optimized maximum phase shift, magnetizing inductance, and dead times, and for the conventional design with ungapped transformers.


Fig. 25. Model-predicted loss breakdown of the QAB prototype using conventional design with ungapped transformers.


Fig. 26. Loss of the experimental QAB prototype operating at $500-\mathrm{V}$ dc link voltages using conventional design with ungapped transformers, together with a model-predicted loss breakdown.


Fig. 27. Efficiency of the experimental QAB prototype using the optimized maximum phase shift, magnetizing inductance, and dead times, together with a model-predicted efficiency curve.


Fig. 28. Loss of the experimental QAB prototype using the optimized maximum phase shift, magnetizing inductance, and dead times, together with a model-predicted loss breakdown.
the experimentally measured optimal $\varphi_{m}$ matches the modelpredicted value. Additionally, the measured points around the minimum follow the trend of the model-predicted curve.

## B. Efficiency Comparison Against a Conventional Design Using a Large Magnetizing Inductance

When the same prototype is operated with a transformer without the air-gaps, while keeping all other parameters the same, switching losses on the secondary-side devices are excessively large, which results in much reduced efficiency. Due to thermal limitations, it is not possible to operate the prototype without the transformer air-gaps at full voltage and power. To illustrate the advantage of the proposed design methodology over the conventional design with ungapped transformers, the model-based efficiency curves are compared in Fig. 24. One may note that the additional loss incurred due to the circulating currents in the gapped-transformer design is much smaller than the secondary-side switching loss in the conventional ungappedtransfomer design. As expected, the benefit of the proposed


Fig. 29. Thermal images of the devices and one of the transformers in the experimental prototype operating at full power ( $10 \mathrm{kW)} \mathrm{and} \mathrm{at} \mathrm{room} \mathrm{ambient} \mathrm{temperature}$, without any forced-air cooling. (a) Primary-side MOSFETs. (b) Secondary-side MOSFETs. (c) Transformer.
design is particularly visible at lower average power levels, where the energy provided by the series inductance, in the conventional design, becomes insufficient to achieve ZVS over a larger portion of the line cycle. However, even at high load there is an efficiency improvement because the benefits of soft switching over the entire line cycle outweigh the conduction-loss penalty introduced by the extra magnetizing current.

Fig. 25 shows that, in the conventional design, the majority of the loss comes from hard switching of the SiC devices, especially at lighter loads. The switching loss of the secondaryside devices is excessively high because the switching-node capacitance includes the significant interwinding capacitance of the transformer with MV isolation, in addition to the device and PCB capacitances. Furthermore, the dc bus voltage ( 1 kV ) and the switching frequency ( 200 kHz ) are relatively high.

To validate the predicted loss of the conventional design, an experiment is conducted at a reduced voltage of 500 V , over a wide load range. Fig. 26 shows the loss breakdown, which demonstrates a good match with the experimentally measured total loss. The results confirm validity of the loss model and the fact that the switching losses dominate in the conventional design with ungapped transformers.

## C. Efficiency and Loss Breakdown

Measured efficiency of the prototype converter is shown in Fig. 27 as a function of the average output power. The efficiency curve is relatively flat, with a peak efficiency of $97.1 \%$ at the output power of 7.5 kW , where the design is optimized. The converter efficiency is measured by the Yokogawa Precision Power Analyzer WT3000. The power analyzer has built-in analog low-pass filters, which enable highly accurate sampling of the dc and fundamental frequency components [35].

The model-based loss breakdown, together with the measured loss, are shown in Fig. 28, over a wide load range. A good match is obtained between the predicted and the measured loss. The largest portion of the loss is taken by the high-frequency transformers, due to the MV isolation requirements and the additional winding loss incurred by the circulating currents, as elaborated in Section IV-B.

Fig. 29 shows thermal images of the power devices and the transformer in the experimental prototype operating at full power and at room ambient temperature, without any forced-air cooling.

## VI. CONCLUSION

This article presents the design of a QAB converter operating as a fixed-ratio DCX in an isolated dc to three-phase ac module intended for MV modular system architectures. The QAB stage produces three isolated dc link voltages, which serve as inputs for three single-phase dc-to-ac inverter stages. The QAB employs simple phase shift to regulate the dc link voltages. Assuming a balanced three-phase system, the QAB primary-side power is constant, but each secondary side processes time-varying power having a component at twice the line frequency, which makes it difficult to maintain ZVS in the secondary-side active bridges during low-power portions of the line cycle. By placing an airgap into the high-frequency transformer cores, the transformer magnetizing current is increased to achieve ZVS throughout the line cycle. A detailed analysis of the switching transient is presented, including effects of the nonlinear device capacitances and series-inductor parasitic capacitances. Suitable approximations are introduced to obtain closed-form, design-oriented expressions for the magnetizing inductance, and the primary-side and secondary-side dead times, so that ZVS can be achieved, while minimizing the magnetizing current. Furthermore, loss models are developed to enable the system design optimization using the maximum phase shift as a design parameter. An optimum maximum phase shift, series and magnetizing inductances, and dead-times are found to minimize the total loss in the converter.

The proposed approach and the design optimization strategy show significant loss reduction compared to the conventional design with an ungapped transformer. The approach is particularly well suited for higher voltage applications, where hard switching losses can be significant. The method would be less beneficial in lower frequency, lower voltage, or higher current applications, where conduction losses dominate. Experimental results on a SiC-based $1 \mathrm{kV}, 10 \mathrm{~kW}$ prototype operating at 200 kHz verify the developed models and the optimization approach. The prototype has a relatively flat efficiency curve with the peak efficiency of $97.1 \%$ at 7.5 kW .

## ACKNOWLEDGMENT

The views expressed in the article do not necessarily represent the views of the DOE or the U.S. Government. The U.S. Government retains and the publisher, by accepting the article for publication, acknowledges that the U.S. Government retains a
nonexclusive, paid-up, irrevocable, worldwide license to publish or reproduce the published form of this work, or allow others to do so, for U.S. Government purposes.

## References

[1] J. E. Huber and J. W. Kolar, "Solid-state transformers: On the origins and evolution of key concepts," IEEE Ind. Electron. Mag., vol. 10, no. 3, pp. 19-28, Sep. 2016.
[2] M. Vasiladiotis, A. Rufer, and A. Béguin, "Modular converter architecture for medium voltage ultra fast EV charging stations: Global system considerations," in Proc. IEEE Int. Electric Veh. Conf., 2012, pp. 1-7.
[3] C. Kumar, G. Buticchi, and M. Liserre, "Operation and control of smart transformer-based electric vehicles charging system," in Proc. 43 rd Annu. Conf. IEEE Ind. Electron. Soc., 2017, pp. 4266-4271.
[4] F. Hoffmann, L. Camurca, and M. Liserre, "Modular EV fast charging station architectures based on multiphase-medium-frequency transformer," in Proc. 44th Annu. Conf. IEEE Ind. Electron. Soc., 2018, pp. 1327-1332.
[5] L. F. Costa, G. Buticchi, and M. Liserre, "Modular smart transformer architectures: An overview and proposal of a interphase architecture," in Proc. IEEE 8th Int. Symp. Power Electron. Distrib. Gener. Syst., 2017, pp. 1-7.
[6] S. Zhao, Q. Li, F. C. Lee, and B. Li, "High-frequency transformer design for modular power conversion from medium-voltage AC to 400 VDC," IEEE Trans. Power Electron., vol. 33, no. 9, pp. 7545-7557, Sep. 2018.
[7] B. Hafez, H. S. Krishnamoorthy, P. Enjeti, U. Borup, and S. Ahmed, "Medium voltage AC collection grid for large scale photovoltaic plants based on medium frequency transformers," in Proc. IEEE Energy Convers. Congr. Expo., 2014, pp. 5304-5311.
[8] M. R. Islam, A. M. Mahfuz-Ur-Rahman, M. M. Islam, Y. G. Guo, and J. G. Zhu, "Modular medium-voltage grid-connected converter with improved switching techniques for solar photovoltaic systems," IEEE Trans. Ind. Electron., vol. 64, no. 11, pp. 8887-8896, Nov. 2017.
[9] P. K. Achanta, B. B. Johnson, G.-S. Seo, and D. Maksimovic, "A multilevel DC to three-phase AC architecture for photovoltaic power plants," IEEE Trans. Energy Convers., vol. 34, no. 1, pp. 181-190, Mar. 2019.
[10] Y. Tang and F. Blaabjerg, "Power decoupling techniques for single-phase power electronics systems-An overview," in Proc. IEEE Energy Convers. Congr. Expo., 2015, pp. 2541-2548.
[11] L. Zhang and X. Ruan, "Control schemes for reducing second harmonic current in two-stage single-phase converter: An overview from DC-bus port-impedance characteristics," IEEE Trans. Power Electron., vol. 34, no. 10, pp. 10341-10358, Oct. 2019.
[12] M. N. Kheraluwala, R. W. Gascoigne, D. M. Divan, and E. D. Baumann, "Performance characterization of a high-power dual active bridge DC-toDC converter," IEEE Trans. Ind. Appl., vol. 28, no. 6, pp. 1294-1301, Nov. 1992.
[13] M. Kasper, R. M. Burkart, G. Deboy, and J. W. Kolar, "ZVS of power MOSFETs revisited," IEEE Trans. Power Electron., vol. 31, no. 12, pp. 8063-8067, Dec. 2016.
[14] J. Everts, F. Krismer, J. Van den Keybus, J. Driesen, and J. W. Kolar, "Optimal ZVS modulation of single-phase single-stage bidirectional DAB AC-DC converters," IEEE Trans. Power Electron., vol. 29, no. 8, pp. 39543970, Aug. 2014.
[15] J. Everts, "Closed-form solution for efficient ZVS modulation of DAB converters," IEEE Trans. Power Electron., vol. 32, no. 10, pp. 7561-7576, Oct. 2017.
[16] Q. Tian et al., "A novel light load performance enhanced variable-switching-frequency and hybrid single-dual-phase-shift control for singlestage dual-active-bridge based AC/DC converter," in Proc. 42nd Annu. Conf. IEEE Ind. Electron. Soc., 2016, pp. 1227-1232.
[17] H. Qin and J. W. Kimball, "Solid-state transformer architecture using AC-AC dual-active-bridge converter," IEEE Trans. Ind. Electron., vol. 60, no. 9, pp. 3720-3730, Sep. 2013.
[18] G. Oggier, G. O. García, and A. R. Oliva, "Modulation strategy to operate the dual active bridge DC-DC converter under soft switching in the whole operating range," IEEE Trans. Power Electron., vol. 26, no. 4, pp. 12281236, Apr. 2011.
[19] H. Chen, "Advanced electrified automotive powertrain with composite DC-DC converter," Ph.D. Thesis, Dept. Elect., Comput., Energy Eng., Univ. Colorado, Boulder, CO, USA, 2016.
[20] J. A. Santiago-González, D. M. Otten, and D. J. Perreault, "Light load efficiency improvements in dual active bridge converters via dead time control," in Proc. IEEE 19th Workshop Control Model. Power Electron., 2018, pp. 1-7.
[21] T. Guillod, D. Rothmund, and J. W. Kolar, "Active magnetizing current splitting ZVS modulation of a $7 \mathrm{kV} / 400 \mathrm{~V}$ DC transformer," IEEE Trans. Power Electron., vol. 35, no. 2, pp. 1293-1305, Feb. 2020.
[22] B. Majmunović et al., "Soft switching over the entire line cycle for a quadruple active bridge DCX in a DC to three-phase AC module," in Proc. IEEE Appl. Power Electron. Conf. Expo., 2020, pp. 3464-3471.
[23] D. Costinett, D. Maksimovic, and R. Zane, "Circuit-oriented treatment of nonlinear capacitances in switched-mode power supplies," IEEE Trans. Power Electron., vol. 30, no. 2, pp. 985-995, Feb. 2015.
[24] W. Bower, C. Whitaker, W. Erdman, M. Behnke, and M. Fitzgerald, "Performance test protocol for evaluating inverters used in grid-connected photovoltaic systems," Sandia Nat. Lab., Albuquerque, NM, USA, Dec. 2010.
[25] D. Costinett, H. Nguyen, R. Zane, and D. Maksimovic, "GaN-FET based dual active bridge DC-DC converter," in Proc. 26th Annu. IEEE Appl. Power Electron. Conf. Expo., 2011, pp. 1425-1432.
[26] Z. Ouyang, O. C. Thomsen, and M. A. E. Andersen, "Optimal design and tradeoff analysis of planar transformer in high-power DC-DC converters," IEEE Trans. Ind. Electron., vol. 59, no. 7, pp. 2800-2810, Jul. 2012.
[27] Z. Ouyang and M. A. E. Andersen, "Overview of planar magnetic technology-Fundamental properties," IEEE Trans. Power Electron., vol. 29, no. 9, pp. 4888-4900, Sep. 2014.
[28] D. van der Linde, C. A. M. Boon, and J. B. Klaassens, "Design of a high-frequency planar power transformer in multilayer technology," IEEE Trans. Ind. Electron., vol. 38, no. 2, pp. 135-141, Apr. 1991.
[29] S. Mukherjee et al., "A high-frequency planar transformer with mediumvoltage isolation," in Proc. IEEE Appl. Power Electron. Conf. Expo., 2021, pp. 2065-2070.
[30] P. L. Dowell, "Effects of eddy currents in transformer windings," Proc. Inst. Elect. Engineers, vol. 113, no. 8, pp. 1387-1394, Aug. 1966.
[31] J. Spreen, "Electrical terminal representation of conductor loss in transformers," IEEE Trans. Power Electron., vol. 5, no. 4, pp. 424-429, Oct. 1990.
[32] H. Qin and J. W. Kimball, "Closed-loop control of DC-DC dual-activebridge converters driving single-phase inverters," IEEE Trans. Power Electron., vol. 29, no. 2, pp. 1006-1017, Feb. 2014.
[33] R. T. Naayagi, "Electromagnetic compatibility issues of dual active bridge DC-DC converter," in Proc. Int. Conf. Energy Efficient Technol. Sustainability, 2013, pp. 699-703.
[34] Y. Gao, V. Sankaranarayanan, R. W. Erickson, and D. Maksimovic, "Analysis and attenuation of differential-mode resonances due to winding capacitances in high-power planar transformers," in Proc. IEEE Appl. Power Electron. Conf. Expo., 2020, pp. 1411-1417.
[35] WT3000 Precision Power Analyzer, 8th ed. Yokogawa, Tokyo, Japan, 2014.


Branko Majmunović (Student Member, IEEE) received the B.S. degree in electrical engineering from the University of Belgrade, Belgrade, Serbia, in 2016, the M.S. degree in power electronics and drives from Aalborg University, Aalborg, Denmark, in 2018, and the Ph.D. degree from the University of Colorado, Boulder, CO, USA, in 2022.

He is currently a System Engineer with Kilby Labs, Texas Instruments, Dallas, TX, USA. His research interests include soft switching power converter design, active-bridge based modular power converters, high power-density converter design using wide-bandgap semiconductors, highfrequency magnetics design, and digital control of switched-mode power converters.


Satyaki Mukherjee (Student Senior Member, IEEE) received the integrated B.Tech. and M.Tech. degrees in electrical engineering from Indian Institute of Technology, Kharagpur, West Bengal, India, in 2018, and Ph.D. degree from the Colorado Power Electronics Center, University of Colorado, Boulder, CO, USA, in May 2021.

He is currently a Member of the R\&D Staff at the Milan M. Jovanović Power Electronics Laboratory, Delta Electronics (Americas) Ltd., Research Triangle Park, NC, USA. He held a graduate student intern position with Kilby Labs, Texas Instruments Inc., Santa Clara, CA, USA, in 2019. His research interests include power electronics for transportation electrification and renewable energy sources, high-frequency power conversion using wide bandgap semiconductors, high-frequency magnetics design, automotive lighting, and digital control of switched-mode power converters.


Trent Martin (Student Member, IEEE) received the B.S. degree in electrical and computer engineering, in 2020, from the University of Colorado Boulder, Boulder, CO, USA, where he is currently working toward the M.S. degree in power electronics with the Department of Electrical, Computer, and Energy Engineering.

From 2016 to 2020, he was a Research Assistant with the Keplinger Research Group, University of Colorado Boulder, developing electronics for portable, high voltage soft robotic actuators. His research interests include power electronics for ultra fast charging of electric vehicles, high-frequency power conversion using wide bandgap semiconductors, and high-frequency magnetics design.


Rahul Mallik (Student Member, IEEE) received the B.E. degree from Jadavpur University, Kolkata, West Bengal, India, in 2015, and the M.E. degree from the Indian Institute of Science, Bengaluru, Karnataka, India, in 2017, both in electrical engineering. He is currently working toward the Ph.D. degree with the Power Electronics and Systems Group, University of Washington, Seattle, WA, USA.
He has worked as an Associate Scientist with Hitachi ABB Power Grids, from 2017 to 2018, and interned with Enphase Energy, Austin, TX, USA, in 2021. His research interests include design, modeling, and control of high-power, high-frequency dc-dc converters, nonlinear control of grid forming inverters, and electromechanical systems.


Soham Dutta (Student Member, IEEE) received the B.E degree in electrical engineering from Jadavpur University, Kolkata, West Bengal, India in 2015, and the M.E degree in electrical engineering from the Indian Institute of Science, Bangalore, Karnataka, India, in 2017. He is currently working toward the Ph.D. degree from the University of Washington, Seattle, WA, USA.

His research interests include design, modeling and control of isolated, bidirectional cascaded dc-ac converters for medium voltage-level ultra-fast electric vehicle chargers, decentralized control of multiconverter systems and gridforming converters.


Gab-Su Seo (Senior Member, IEEE) received the Ph.D. degree in electrical engineering from Seoul National University, Seoul, South Korea, in 2015.

From 2016 to 2017, he was a Research Associate with the Colorado Power Electronics Center, University of Colorado, Boulder, CO, USA. Since 2018, he has been with the Power Systems Engineering Center, National Renewable Energy Laboratory (NREL), Golden, CO, USA, where he is currently a Senior Electrical Engineer and leads research projects focused on power electronics and power systems applications for electric grids with high penetrations of inverter-based resources. He has coauthored more than 60 IEEE journal and conference papers with one best paper award. He coauthored the Research Roadmap on Grid-Forming Inverters (NREL), in 2020. His research interests include power electronics for renewable energy systems and microgrids and power systems engineering for grid modernization, including grid-forming inverter control, and inverter-driven power system black start for low- or zero-inertia grids to improve grid resilience and stability.

Dr. Seo is an Associate Editor fro the IEEE Transactions on Power Electronics, the IEEE Access, the IEEE Open Journal of Power ElecTRONICS, and the Journal of Power Electronics. He is an IEEE Roadmap Working Group Chair of the International Technology Roadmap of Power Electronics for Distributed Energy Resources (ITRD)-WG3 Integration and Control of DER.


Brian Johnson (Member, IEEE) received the M.S. and Ph.D. degrees in electrical and computer engineering from the University of Illinois at UrbanaChampaign, Urbana, in 2010 and 2013, respectively.

He is the Washington Research Foundation Innovation Assistant Professor with the Department of Electrical and Computer Engineering at the University of Washington. Prior to joining the University of Washington in 2018, he was an engineer with the National Renewable Energy Laboratory in Golden, CO. He received the National Science Foundation CAREER award in 2022 and is a co-lead of the multi-institutional DOE-funded UNIFI Consortium.
His research interests are in renewable energy systems, power electronics, and control systems.


Dragan Maksimović (Fellow, IEEE) received the B.S. and M.S. degrees in electrical engineering from the University of Belgrade, Belgrade, Serbia, in 1984 and 1986, respectively, and the Ph.D. degree from the California Institute of Technology, Pasadena, CA, USA, in 1989.

From 1989 to 1992, he was with the University of Belgrade. Since 1992, he has been with the Department of Electrical, Computer and Energy Engineering, University of Colorado, Boulder, CO, USA, where he is currently a Professor and Co-Director of the Colorado Power Electronics Center. He has coauthored more than 300 publications and the textbooks Fundamentals of Power Electronics (Springer) and Digital Control of High-Frequency Switched-Mode Power Converters (Wiley). His research interests include power electronics for renewable energy sources and energy efficiency, high-frequency power conversion using wide-bandgap semiconductors, and digital control of switched-mode power converters.
Prof. Maksimović was the recipient of the 1997 National Science Foundation CAREER Award, the IEEE Power Electronics Society (IEEE PELS) Transactions Prize Paper Award, in 1997, the IEEE PELS Prize Letter Awards, in 2009 and 2010, the University of Colorado Inventor of the Year Award, in 2006, the IEEE PELS Modeling and Control Technical Achievement Award for 2012, the Holland Excellence in Teaching Awards, in 2004, 2011 and 2018, the Charles Hutchinson Memorial Teaching Award for 2012, the 2013 Boulder Faculty Assembly Excellence in Teaching Award, the 2020 College of Engineering and Applied Sciences Research Award, and the 2022 IEEE PELS R. David Middlebrook Achievement Award.

